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METHOD

INSIGHTS

DEEPER ANALYSIS

The Problem: Existing training-free attention tuning methods are complex and
biased, relying on heuristics to find "important" task-specific tokens.
Our Insight: Don't search for complex solutions. The most powerful control
lever is universal and already there: the initial token (e.g., <BOS>).
Our Solution (ZeroTuning): A simple, few-line code modification to precisely
tune the initial token's attention, requiring zero parameter updates, and
working in supervised and unsupervised modes.
The Impact: ZeroTuning achieves significant gains across 15 datasets,
outperforming previous, more complex methods.

TL;DR

The methodology consists of two key steps:
Head Behavior Profiling: Categorizing heads into up-effective (performance
improves with more initial token’s attention) and down-effective  
Selective Rescaling: Conducting supervised or unsupervised searches to get
scaling factors for attention scores or key states

The Initial Token Tuning Effect
It sharpens or smooths attention focus, an effect amplified by the

token's natural "attention sink" role.

This boosts accuracy by correcting pretrained biases and reduces

uncertainty (output entropy) for more confident predictions.

Crucially, minimum entropy aligns with maximum accuracy, enabling a

powerful unsupervised tuning method.

Tuning Which Layers: 
Greatest impact from shallow & middle layers. 
Optimal performance by jointly tuning all layers.. 

Tuning Which Heads: 
Attention heads show distinct tuning preferences.
Selectively tuning the dominant head type （up or
down effective）outperforms uniform tuning. 

Works With:
Longer Contexts
In-context Learning (Few-shot)
Resource Constraints
Diverse Decoding Strategies
Prompt Variations
Quantized Models (4/8-bit)


